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A n increasing barrier to productivity in knowledge-intensive work environments is interruptions. Interruptions stop
the current job and can induce forgetting in the worker. The induced forgetting can cause re-work; to complete the

interrupted job, additional effort and time is required to return to the same level of job-specific knowledge the worker
had attained prior to the interruption. This research employs primary observational and process data gathered from a
hospital radiology department as inputs into a discrete-event simulation model to estimate the effect of interruptions, for-
getting, and re-work. To help mitigate the effects of interruption-induced re-work, we introduce and test the operational
policy of sequestering, where some service resources are protected from interruptions. We find that sequestering can
improve the overall productivity and cost performance of the system under certain circumstances. We conclude that
research examining knowledge-intensive operations should explicitly consider interruptions and the forgetting rate of the
system’s human workers or models will overestimate the system’s productivity and underestimate its costs.
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1. Introduction

The radiologist hung up the phone with an
aggravated sigh. “What’s the matter?” asked her
colleague. “Well,” she replied, “I’ve been trying
for an hour to finish reading this exam, but
every few minutes, I get paged or someone
walks in here to ask a question. I then have to
waste time retracing my whole train of thought
just to get back to where I was before I got inter-
rupted.” “Ah, yes” nodded the other physician
sympathetically, “it always seems to take twice
as long to get anything done when you’re on
call and can’t close your office door.”

In 1991, Peter F. Drucker stated, “The single great-
est challenge facing managers in the developed coun-
tries of the world is to raise the productivity of
knowledge and service workers” (p. 69). However,
despite the importance of knowledge-worker produc-
tivity (Davenport et al. 2002, Matson and Prusak
2010), ubiquitous connectivity, via technologies such
as email and mobile telephony, and ever-rising expec-
tations for service availability (Piccoli et al. 2009) have
caused interruptions to become an increasingly com-
mon barrier to productivity1 in professional and
knowledge-intensive service environments (Bannister

and Remenyi 2009, Seshadri and Shapira 2001).
Knowledge-intensive service environments are those
production systems where a significant portion of the
work depends on concerted intellectual effort by
trained professionals, consistent with, or at least a
subset of, the “information-intensive services”
domain (Apte et al. 2010) and the “white-collar”
service domain (Hopp et al. 2009, Ramirez and
Nembhard 2004).
Although interruptions have been studied analyti-

cally (e.g., Federgruen and Green 1986, Pang and
Whitt 2009, Rao 1965, White and Christie 1958) and
in various manufacturing and machine shop envi-
ronments (Allwood and Lee 2004, Benkard 2000,
Jaber and Bonney 2003), their operational effects
on productivity have so far been largely overlooked
in the context of knowledge-intensive services. The
operations management literature broadly discusses
interruptions (e.g., Seshadri and Shapira 2001, Speier
et al. 2003), and some research has noted the effect
of interruptions on service and/or knowledge-work
environments, such as nursing (Tucker and Spear
2006), pharmacy (Flynn et al. 1999), surgery (Healey
et al. 2006), and software engineering (Perlow 1999).
But there is very little research that focuses primar-
ily on interruptions as an integral production ele-
ment in knowledge-work settings and also proposes
and tests new policies for improved operational
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configurations (Seshadri and Shapira 2001 being a
notable example).
In service industries, production often involves sig-

nificant human labor. This is most true in knowledge-
intensive environments, such as medicine, consulting,
architecture, academia, etc., because comparatively
little of the production process has been automated.
This reliance on labor opens the door for a host of
“human” issues in services, a useful overview of
which is provided by Cook et al. (2002). From con-
cerns about cognitive engagement to establishing the
balance of control between the customer and
employee to matching the service experience with
customers’ expectations, the customer’s presence in
and evaluation of the service creates many challenges
(Bitner and Brown 2008, Ding et al. 2010). Whether
these service encounters are “high-touch” or “high-
tech” (technology mediated), understanding how
both workers and customers function on a cognitive
level during service co-production is vital to improv-
ing service operations (Bitner et al. 2000, Froehle and
Roth 2004, Meuter et al. 2000).
Of central concern in this study is the possibility

that this reliance on human labor for knowledge-
intensive work creates a significant cost when it
comes to interruptions. Unlike computers, humans
tend to forget portions of the work that has already
been completed when they stop working on a job
partway through and return to it later. Finishing that
job then requires additional re-work (or “re-learning”)
to re-assemble important details and return to the
same level of information that had been achieved
prior to the interruption so that work on the inter-
rupted job can be resumed and completed (Bailey and
McIntyre 2003, Finkenbinder 1913, Kher et al. 1999,
Seshadri and Shapira 2001).
This study examines the operational effect of

interruptions and the forgetting they induce in a
knowledge-intensive service environment. While
understanding this phenomenon may be important to
a wide range of services, knowledge-intensive ser-
vices are an appropriate first area of exploration given
their susceptibility to interruptions. Using primary
empirical data and simulation modeling, we test the
policy we refer to as sequestering, or limiting the
potential for interruption to a subset of available ser-
vice resources. A sequestered server is protected from
interruptions, which causes interruptions to flow to
other servers not sequestered. The “closed door”
work style of many professionals is prima facie evi-
dence that this policy is widely used, yet there has
been no concerted effort so far to understand its
operational implications.
Therefore, in the presence of interruptions and for-

getting-induced re-work, this research seeks insights
into two primary questions. First, to what degree does

forgetting affect the operational performance of a
knowledge-intensive service production system?
Second, does sequestering represent an effective
approach to mitigating the effect of interruptions and,
if so, how can we characterize an optimal sequester-
ing policy?
The rest of this study is organized as follows. The

next section presents relevant literature and forms
testable hypotheses. The third section discusses the
data collection and simulation methodologies used to
test our hypotheses. Numerical results are presented
in the fourth section. The final section offers conclu-
sions based on those results, some research extensions
and limitations of this study, and implications of the
results for practice.

2. Literature Review and Theory
Development

2.1. Interruptions
Interruptions are incidents or occurrences that
impede regular work flow (Zellmer-Bruhn 2003) and
are generally undesirable in most production systems.
They can be caused by various factors, such as the
nature of the work, physical layout, technology, etc.
Interruptions come in many forms and have been
broadly grouped under four categories: breaks, dis-
tractions, discrepancies, and intrusions (Jett and
George 2003). An intrusion, the fourth category, is
defined as “an unexpected encounter initiated by
another person that interrupts the flow and continuity
of an individual’s work and brings that work to a tem-
porary halt” (Jett and George 2003, p. 495). Unsched-
uled requests by co-workers or phone calls from
customers, for example, could be considered intru-
sions in many cases. Intrusions impose the need to
spend time with others on activities that may not be
instrumental to completing the current (primary) job
at hand. This study focuses exclusively on the impact
of these intrusion interruptions due to their prevalence
and their ability to be controlled (to some degree)
through organizational policy, process design, and/
or the layout of the work environment.
In manufacturing, interruptions are generally con-

sidered undesirable and they, or their effects, are typi-
cally minimized whenever possible by altering
production schedules or inventory policies, institut-
ing overtime, permitting back orders, adjusting batch
sizes, preventative maintenance, and other opera-
tional levers (Groenevelt et al. 1992, Moinzadeh and
Aggarwal 1997, €Ozbayrak et al. 2004, Raheja and
Subramaniam 2002, Teyarachakul et al. 2011). The
variability that interruptions induce is associated with
waste and inefficiency, consistent with the “Theory of
Swift, Even Flow” (Schmenner and Swink 1998),
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which summarily posits that uncertainty and vari-
ability in the operational environment degrades
productivity.
However, pursuing a net reduction in interruptions

is not always a viable tactic in many high-contact ser-
vice environments, where an essential function of the
service may be accommodating interruptions and
responding to unscheduled requests. The presence of
the customer in the production process necessitates
flexible and responsive operations that can run
efficiently even in the face of sporadic disruption
(Sampson and Froehle 2006). One clear example is
emergency health services, to which the concept of
regular, smooth production is a largely foreign (and
possibly irrelevant) notion. Because of this direct
customer involvement, the results of interruptions,
such as procedural justice violations (Brockner and
Wiesenfeld 1996, Sparks and McColl-Kennedy 1998)
and increased waiting time, can negatively affect cus-
tomers’ perceptions of service quality. Moreover,
when service interruptions are generated by custom-
ers—a common occurrence—this creates the opportu-
nity for what could be called the “interruption
conundrum.” On one hand the service provider risks
alienating the customer currently being serviced to
address the interruption because customers generally
resent their service being pre-empted (at least without
adequate justification or compensation). On the other
hand, customers often have the expectation of being
accommodated even though they may be causing an
interruption to other customers. In service settings
where both the current customer and the interrupting
customer are present, the service provider faces
potential negative consequences from either course of
action; both tending to the interruption and ignoring it
can damage customer relationships. This presents a
significant dilemma for the service provider with no
consistently obvious best policy. Clearly, it is impor-
tant for us to better understand how interruptions can
be managed operationally.

2.2. Forgetting
When a job is interrupted, completion of the job gen-
erally requires some amount of time longer than the
job would have taken had it not been interrupted.
This additional time arises from two sources. The first
source is the interruption itself, which adds a length
of time to the overall job duration equal to the
duration of the interruption (this assumes that the
interruption causes the worker to cease progress on
the original job, which is consistent with the definition
of “interruption” stated above). The second source of
additional time is the extra work required by the
worker to re-familiarize or remind himself of any
details of the job that may have been forgotten (i.e.,
re-learning) during the interruption before further

progress on the job can be made. This overall
sequence has been referred to as the “learn, forget,
and re-learn” process (Ash and Smith-Daniels 1999).
Forgetting is a complex cognitive phenomenon and

has been examined from two primary perspectives:
psychological recollection and industrial learning/
forgetting curves. First, many psychology studies
examining forgetting focus on the recollection of a
singular past event, often in the form “I did such and
such, at such and such time, in such and such place”
(Sikstr}om 2002). The effect of forgetting in these cases
is typically measured by the quantity of details about
the event lost from memory due to the passage of
time.
The second perspective on forgetting, what we gen-

erally refer to here as the “learning/forgetting curve”
perspective, is the one often taken by industrial engi-
neering and operations researchers (e.g., Chiu et al.
2003, Smunt and Meredith 2000, Yelle 1979). This per-
spective sees interruptions as breaks in the repetition
of a specific task over time (Teyarachakul et al. 2011).
This interruption disrupts progress along the learning
curve, impeding time/cost reductions, and complicat-
ing production planning (Bailey and McIntyre 2003,
Carlson and Rowe 1976). Understanding interrup-
tions conceptualized this way can help reduce task
times (and thereby reduce overall costs) or help esti-
mate future task times more accurately (thereby
improving forecasting and/or project management
efforts).
However, this study focuses on a slightly different

cognitive scenario than either of these dominant
perspectives. Our focus is the forgetting that occurs
during an interruption within a single job. For example,
a physician begins reviewing the history of a patient
and the details of a recent procedure to make a deci-
sion regarding further treatment, but an interruption
disrupts her progress on this job. The interruption
delays completion of the job at hand and then, once
the interruption has ended, forces the physician to
re-trace her mental steps (adding additional work or
re-work) to re-attain the level of knowledge about the
initial job she had achieved before the interruption.
Examples from other knowledge-work service set-
tings could include an interruption while reviewing a
lengthy legal contract or while analyzing a corpora-
tion’s historical performance, product portfolio, and
competitive landscape to forecast a future stock price
target.
Although this scenario is somewhat similar to psy-

chology’s “recollection of past events” perspective
described earlier, it differs in that it involves a com-
plex set of details relevant to an ongoing job (very
recent learning influences near-future learning and
decision making) rather than the memory of some-
thing that had happened in its entirety some time ago.
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Similarly, while the scenario in which we are inter-
ested involves many of the same elements that are of
concern to the operational learning/forgetting curve
researchers, we are examining the influence of inter-
ruption on a single (and possibly unique) job rather
than on the repeated execution of a previously
learned job. So, while this research draws upon these
prior studies, it extends their lessons to a different
forgetting context.
Many models of forgetting have emerged from

these fields, all generally with the goal of parsimoni-
ously predicting the amount of knowledge forgotten—a
“forgetting rate”—based on the minimum number of
essential parameters. Forgetting rates are generally
described as a function of time; the more time that
passes, the more is forgotten, with that relationship
being modeled most commonly as a linear, exponen-
tial, logarithmic, or power function (Dar-El et al.
1995, Jaber and Bonney 1997, Jaber et al. 2003,
Sikstr}om 2002, Woltz and Shute 1995). Of these, the
power function has produced the most consistently
accurate representations of forgetting (Globerson
et al. 1989, Jaber and Bonney 1997, Jaber et al. 2003,
Sikstr}om 2002). Teyarachakul et al. (2011) offer a
helpful summary of forgetting models.
Taking the learning/forgetting curve perspective,

which predominates in operations research, Bailey
(1989) empirically examined the forgetting function
and determined that forgetting is primarily deter-
mined by two factors: (a) the amount of learning prior
to the interruption and (b) the duration of the interrup-
tion. Consistent with previous research, Bailey found
that the power function again seemed to be most accu-
rate in representing the forgetting phenomenon:

D ¼ aL � logðIÞ: ð1Þ
where

D ¼ the additional time added to the job due to

forgetting;

a ¼ the forgetting rate;

L ¼ the amount of learning ð i.e.; progression along

the learning curve before interruptionÞ; and

I ¼ the duration of the interruption:

The findings of Bailey (1989), as embodied in Equa-
tion (1), apply to our context to suggest that, as the
duration of the interruption increases, so does the
amount of job-specific information that is forgotten.
In addition, the further along in the job the worker
gets (i.e., the more job-specific information has been
learned) prior to an interruption, the greater the
opportunity for forgetting during an interruption. As
knowledge worker tasks often involve “significant
concentration and attention” (Davis and Naumann

1999, p. 344), this forgetting effect poses a potentially
serious barrier to productivity.
When forgetting within a job occurs (due to an

interruption or other causes), re-learning must occur
for the job to be completed correctly. Researchers con-
tinue to debate the rate of re-learning, with some pos-
iting that the re-learning rate is the same as the
original learning rate while others argue that it may
be different (Bailey and McIntyre 2003, Jaber et al.
2003). As there is no resolution yet on this issue, we
assume here that the re-learning rate is equivalent to
the original learning rate (i.e., no additional penalty is
paid nor efficiency gained by virtue of having to
re-learn previously learned information) and leave
the relaxation of that assumption to future work.

2.3. De-coupling and Sequestering
In many service environments, workers are tasked
with a mixture of front-office activities (involving
direct contact with customers) and back-office activi-
ties (no direct contact with customers). Such environ-
ments are typically referred to as “mixed services”
(Chase 1981). One common tactic to handling cus-
tomer-induced interruptions in these situations is to
de-couple the front-office tasks from the back-office
tasks by separating them procedurally, if not also
physically/geographically (Metters and Vargas
2000, Metters and Verma 2008). This tends to isolate
the back-office workers and reduces their exposure
to customer-induced interruptions and variability
(Sampson and Froehle 2006).
This concept draws upon the strategic notion of the

“focused factory” (Skinner 1974), which has been sug-
gested as an approach to increase quality and reduce
the costs associated with developing multiple com-
petencies in an organization. Although the concept
originated in manufacturing, focus has also been vali-
dated as an operations strategy in service organiza-
tions, including health care (Hyer et al. 2009). Thus, it
seems reasonable that a focused service production
system could be designed to minimize customer inter-
ruptions for part of the organization while concentrat-
ing those interruptions that must be accommodated
within a different part of the organization. Modern
call centers, which concentrate customer service
requests into that designated subset of the organiza-
tion, are an example of focus in services and an alter-
native to the “mixed” services model.
In the radiology function of a hospital, as an exam-

ple of a knowledge-work environment, a typical
arrangement is for radiologists to spend much of their
time reading exams (i.e., an efficiency-oriented,
back-office activity) while simultaneously handling
interruptions created by other medical staff, patients,
outside physicians, etc. (i.e., a customer-intensive,
front-office activity); a “mixed services” model.
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Applying the concepts of focus and de-coupling to
this environment would suggest that sequestering one
or more of the radiologists (resources) away from
direct contact with customers may help reduce the
productivity degradation attributed to interruptions.
Enacting such a policy creates a buffer against cus-
tomer-induced interruptions for those temporarily
sequestered radiology resources, thereby hypotheti-
cally increasing the efficiency with which they can
process exams.
If we assume that interruption demand is exo-

genous, sequestering would shift that interruption
demand to un-sequestered resources. This potentially
has two simultaneous effects: (a) reducing the
productivity (in terms of routine work completed per-
unit time) for those non-sequestered resources and
(b) increasing the queue length/waiting time for
interruptions (because there would be fewer
resources available to process them).
Considering the range of policies that could involve

sequestering, at one extreme, there would be no
sequestering; all resources would have equal prob-
ability of being interrupted at any time. At the
other extreme, sequestered resources would be
entirely protected from interruption (i.e., they would
be completely isolated from customers’ unscheduled
requests). As it may be difficult for a service worker
to be entirely sequestered away from customer con-
tact, a sequestering policy could vary depending on
the severity/urgency of the need to interrupt the
sequestered resource. For example, one such policy
might limit interruptions of a sequestered worker to
just certain types of high importance (a subset of all
possible interruptions). This type of variable sequester-
ing has not, to our knowledge, been examined before
in the literature.

2.4. Hypotheses
In investigating these ideas, if we assume that
interruptions are disruptions to routine production work,
and that a single set of servers is having to process
both kinds of jobs (routine and interruption), the
observations outlined above can be summarized in
the following hypotheses, all stated in the alternative
form:

Hypothesis 1: Sequestering decreases average
flow time for routine production jobs.

Hypothesis 2: Sequestering decreases average
waiting time for routine production jobs.

Hypothesis 3: Sequestering increases average
flow time for interruption jobs.

Hypothesis 4: Sequestering increases average
waiting time for interruption jobs.

We define “flow time” as the duration a job takes
from the moment it enters the system to when it is
completed and exits the system, and we define
“waiting time” as the total time a job spends in the
system not being actively processed; waiting time is
a subset of flow time, but only for those jobs that
experience waiting. While these hypotheses may
bear out in testing, it would still not be clear if the
throughput improvement for production work
would outweigh the reduced service level provided
to interruptions. To assess that trade-off, one proxy
measure might be the total amount of time required
to process a given workload (i.e., mix of production
work and interruptions). If the overall time required
to handle the entire workload decreases, then the
system could be argued as being more efficient. This
leads us to an additional hypothesis, again stated in
the alternative form:

Hypothesis 5: The total shift duration—the time
required to process a given quantity of jobs (the
sum of routine production work and interrup-
tions)—will decrease as sequestering increases.

However, time measures alone may not represent
the best or most important metric by which to judge
the merits of a particular sequestering policy. Inter-
ruptions may be allowed to pre-empt routine work
for a variety of reasons, but the most obvious, and
perhaps the most compelling, is that the per-unit time
“cost” of making the interruption wait is higher than
the per-unit time “cost” of making the routine pro-
duction work wait. In other words, delaying the inter-
ruption is costlier in some way than delaying the
routine job currently at hand. Of course, these “costs”
may not always be purely monetary.
Returning to our previous example, a radiologist

may be reading an exam (i.e., performing routine
production work) when she is interrupted by an
emergency department (ED) physician with a ques-
tion about a current trauma case. Ignoring that ED
physician and making him wait (forcing him to be
idle) is expensive by itself (i.e., the loss of the ED
doctor’s time at his hourly rate), but possibly no
more expensive than making a different physician
wait longer for the results on the routine exam
being read at that moment. However, delaying the
ED physician also potentially holds up an entire ED
team (e.g., fellows, nurses, technologists, etc.) and
possibly exposes the hospital to additional medico-
legal risk as a result of delayed care to a critically
ill patient. The need to minimize the sum of all
those costs associated with forcing expensive
resources to be idle (in part) motivates the radiolo-
gist to pre-empt the exam in process (routine pro-
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duction work) and attend to the ED physician’s
request (interruption).
Therefore, taking the cost of time into consideration

and assuming that interruptions are at least as costly
as routine production work (never less, or they would
be unlikely to warrant pre-emption of work in pro-
gress) and Hypotheses 3 and 4 are true, we would
expect the value of a sequestering policy, which
reduces the service level provided to interruptions, to
be dependent on how much more costly it is to delay
interruptions as compared to exams. With this in
mind, our final hypothesis is as follows:

Hypothesis 6: As the ratio of the cost of delay-
ing interruptions to the cost of delaying routine
production work increases, overall system costs
will increase with sequestering.

Using an empirically based discrete-event simula-
tion model, we test each of the first five hypotheses
under various levels of forgetting rate, sequestering,
and interruption arrival rate. Those numerical results
are then further analyzed by adding cost information
to test Hypothesis 6 and derive an optimal sequester-
ing policy.

3. Methods

This research employed different methodologies in
two stages. In the first stage, we collected empirical
data for inter-arrival times and durations for routine
jobs and interruptions. In the second stage, we con-
structed a simulation model using the empirical data
from the first stage as inputs. Both methodologies are
detailed below.

3.1. Study Environment and Data Collection
To estimate some of the basic operating parameters
related to production work and interruptions within
a knowledge-intensive service environment, we
observed and gathered data from the radiology
department of a large, Midwestern teaching hospital.
While a radiology department is certainly not general-
izable to all knowledge-intensive service environ-
ments, it does serve well as an appropriate context to
use as a first step in examining the operational effects
of interruptions and in assessing the potential useful-
ness of sequestering.
The work performed by this radiology depart-

ment’s central reading room consists primarily of two
activities: (a) analyzing various types of radiology
exams (x-rays, CT scans, etc.), which is considered
routine production work, so that downstream physi-
cians can complete their decision making, and (b)
accommodating unscheduled requests (e.g., answer-
ing questions from other medical staff, taking phone

calls from referring physicians, etc.), which are con-
sidered interruptions. The busiest time in the central
reading room is during the evening (approximately
5 PM–9 PM) each day, where work is typically per-
formed by a team of two physicians. This team pro-
cesses exams as they are generated by the hospital’s
ED and various satellite (outpatient) locations, often
building up a temporary backlog during especially
busy times. This team is also still subject to a variety
of intrusion interruptions as many health-care organi-
zations are 24/7 operations and patients do not cease
being ill at 5 PM.
The typical non-emergent radiology exam reading

process we have modeled can be summarized as
such: when an exam arrives at the reading room to be
read, it is either picked up by an idle radiologist or
added to the queue of waiting exams. Exams can be
read by either of the two radiologists and are pro-
cessed first come, first served (FCFS). At 10 PM each
evening, the outpatient centers stop generating new
exams and the two radiologists continue to read
queued exams until all exams are processed, at which
point they are sent home or allowed to attend to other
duties. Any routine requests that arrive after 10 PM

are routed to a separate overnight radiologist outside
of the work system being modeled.
While the radiologists are processing exams in the

central reading room, they are frequently inter-
rupted by other physicians, nurses, radiology tech-
nologists, phone calls, and various other events.
Interruptions can and often do pre-empt an exam
currently being read; this causes the radiologist to
set aside the exam currently being read to concen-
trate on the interruption request. Once the interrup-
tion has been tended to, the radiologist is free to
continue processing the pre-empted exam. This is
not unlike the situation faced by many customer-
accessible knowledge workers who split their time
between addressing customers’ immediate needs
and working on other tasks.
The data to be used as inputs to the simulation were

collected from this after-hours radiology reading
room environment. In-person monitoring of the read-
ing room for 40 hours over a period of 2 weeks (the
four busiest hours each evening, five evenings each
week) enabled us to collect detailed interruption data
that could not be gleaned from routine operational or
patient records. These observational data provided
inter-arrivals and durations for various types of inter-
ruptions. Interruptions used for the analysis were lim-
ited to those meeting the definition of intrusions
previously described (interruptions that cannot be
controlled by the physician). This precluded breaks in
workflow initiated by the radiologists themselves
(e.g., bathroom breaks, meals, outgoing phone calls,
etc.).
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To estimate the inter-arrival and reading (process-
ing) times for exams, we also collected relevant work
papers during the same time frame. This archival data
source provided time stamps for important points
throughout the radiology exam reading process (Hal-
sted and Froehle 2008). Distributions were fit to these
empirical data (see Table 1 for distributions and rep-
resentative statistics) and employed as parameter
inputs to the simulation model, which is described
next.

3.2. Simulation Model
We constructed a discrete-event simulation model
representative of the workflow and decision making
present in the central reading room during evening
hours, as described above. In our model (see Appen-
dix), after-hours (evening) radiology exams begin
arriving at the central reading room at 5 PM and stop
arriving at 10 PM (when the outpatient locations close
for the day). Radiology exams generated by the ED
are handled by a dedicated ED radiologist starting at
10 PM, so those exams are no longer routed to the cen-
tral reading room after 10 PM. However, at 10 PM,
there may still be a backlog of exams waiting to be
processed by the reading room radiologists, so the
shift typically extends somewhat past 10 PM. The total
duration of this work time—from 5 PM. until the time
when all interruptions and exams have been pro-
cessed—is what we refer to here as “shift duration.”
Three variables drive the scenarios that were simu-

lated: forgetting rate a (five levels), sequestering level
h (five levels), and interruption arrival rate ki (two
levels). At forgetting rates greater than zero, the
added re-work due to re-learning is calculated based
on Equation (1). When an exam reading is inter-
rupted, we determine the new remaining reading
time R by

R ¼ T þD; ð2Þ

where
T ¼ the time remaining out of the original total

job time ðor out of the updated total job time
if the job is interrupted on multiple
occasionsÞ; and

D ¼ the added time due to re-learning/re-work
(see Equation (1)

Example: An exam initially requires an uninter-
rupted processing time of 10 minutes. Six minutes
into the job, the physician is interrupted for 5 min-
utes. If a = 1, the updated remaining time required to
process this exam (once the physician continues
working on it) would be 4 + 1 • 6 • log(5) = 8.2 min-
utes. Assuming no further interruptions to this exam,
the final total work time required to process the exam
would be 14.2 minutes. If we also include the 5-min-
ute interruption, the “completion time” (Gaver 1962)
of the exam would be 19.2 minutes. In this example, if
re-work is not considered (when a = 0), the remaining
processing time after the interruption would be just
4 minutes.
Note that, consistent with Teyarachakul et al.

(2011), we limit the value of D so that in no case
would the amount of re-work created by a single
interruption exceed the amount of work (learning)
completed on a job prior to the interruption (e.g., if
an interruption occurs 2 minutes into a job, the re-
work associated with that interruption will not
exceed 2 minutes regardless of the length of the
interruption). In other words, an interruption cannot
remove an amount of learning about a job greater than
what a worker had achieved from the start of the job
to the point of the interruption; forgetting everything
one has learned about the job is the most forgetting an

Table 1 Summary Statistics and Fitted Distributions for Simulation Input Data

Exam durations Exam inter-arrivals Interruption durations Interruption inter-arrivals

N 204 210 201 200
Mean 5.18 5.97 1.79 9.03
SD 8.6 6.95 2.11 11
Min 0 0 0 0
Max 41 46 14 62.8
Distribution Beta Gamma Weibull Gamma
Expression 41•BETA(0.236, 1.36) GAMM(11.9, 0.502) WEIB(1.79, 1) GAMM(19.1, 0.473)
Square error .006 .004 .003 .003
Chi-square test
Number of intervals 6 5 6 6
Degrees of freedom 3 2 3 3
Test statistic 12.6 8.76 6.04 13.7
p-value 0.006 0.014 0.115 < 0.005

Kolmogorov–Smirnov test
Test statistic 0.234 0.060 0.060 0.411
p-value <0.01 >0.15 >0.15 <0.01
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interruption can cause. We considered five levels of
forgetting rate: a = 0, .25, .5, .75, and 1, with values
above 1 representing extreme levels of individual
forgetting that would be unlikely to occur in practice.
The second variable influencing the simulation

results is sequestering (h), or the degree to which the
sequestered resource is protected against interrup-
tions. As modeled here, sequestering determines the
proportion of interruptions directed away from the
sequestered resource and toward the un-sequestered
resource. For example, “sequestering h = .8” indicates
that 80% of all interruptions that would have been
directed to the sequestered server (physician) will
instead be handled by the other server (i.e., resulting
in a 90%/10% allocation of interruptions overall). Five
levels of sequestering were applied to one of the two-
server resources: h = 0 (no protection from interrup-
tions), .5, .8, .9, and 1.0 (complete protection). The
values were concentrated in the upper half of the
range due to the possibility that sequestering might
have a non-linear effect due to the queueing charac-
teristics of the model.
Finally, the third variable driving the scenarios is

the arrival rate of interruptions (ki). We desired to
determine if the effects of the forgetting rate (a) and
sequestering (h) variables were dependent on (inter-
acted with) the interruption rate in such a way that
our resulting policy recommendations were only gen-
eralizable to environments with similar interruption
levels. As the environment from which we obtained
our empirical service data was not exceptionally busy
at the original arrival rate of interruptions (ki)—over-
all traffic intensity was ~0.53—we also simulated all
scenarios at twice that rate (2ki).
The simulation model involves two radiologist

resources (one attending [“att”] and one fellow
[“fel”], named such solely for modeling convenience
as only the “att” resource is sequestered). Both
resources are assumed to be of equal skill (i.e., equal
service rates), have equal forgetting rates, and each
resource can process both examinations (routine pro-
duction work) and interruptions. We also assume that
examinations and interruptions arrive independently,
according to their respective inter-arrival distribu-
tions. Examination and interruption processing times
are independent and are based on their respective
duration distributions.
In the modeled workflow, all incoming exams wait

in a single, common first-in-first-out (FIFO) queue for
the next available resource. Incoming interruptions
are randomly and immediately directed to one of the
two resources, with that assignment being either
unbiased (in the case of zero sequestering) or biased
toward the fellow (the un-sequestered server) as
determined by the sequestering level. If the target
resource is idle, the interruption is processed immedi-

ately. If the chosen resource is busy with an exam, the
exam is immediately pre-empted in order for the
interruption to be processed. Interruptions cannot
pre-empt other interruptions; in such a case, the
incoming interruption waits in a FIFO queue dedi-
cated to its assigned resource. A server returns to pro-
cessing its pre-empted exam immediately after the
interruption has been served (unless there is another
interruption waiting in that server’s interruption
queue). An interrupted exam can be completed only
by the resource that started processing it—there are
no hand-offs of exams.
In the work system modeled here, exam requests

and interruptions enter the system for 300 minutes
(representing the period from 5 PM to 10 PM during a
single workday) and then stop arriving (for reasons
previously described). The simulated reading room
continues to process all queued exams and interrup-
tions until none remain, at which point the simulation
run ends (the physicians go home for the evening).
With the full-factorial experimental design used here,
each of the 50 scenarios (five levels of forgetting
rate, five levels of sequestering, and two levels of
interruption arrival rate) was subjected to 1000 repli-
cations to ensure appropriately small 95% confidence
intervals (Kelton et al. 2004). All input data were
synchronized across scenarios to ensure that perfor-
mance differences were not due to sampling. The
complete simulation logic diagram is provided in the
Appendix.

4. Results

4.1. Hypothesis Testing
Quantitative results from the simulation and our
hypothesis testing are given below. Table 2 presents
numerical results for time-based outcome measures
across a selected subset of simulated conditions, and
Table 3 provides the results of paired t-tests compar-
ing corner point (a, h = 0,0; 0,1; 1,0; and 1,1) outcome
measures. Note that Table 3 does not include compar-
isons “across the diagonal,” as comparing scenarios
where both variables (a and h) change simultaneously
did not contribute additional insight.
Our first hypothesis stated that average exam flow

times should decrease as sequestering (h) is increased.
Figure 1 shows exam flow times plotted against
sequestering level (h) and forgetting rate (a) for both
levels of interruption arrival rate (ki). Table 2 pro-
vides representative numerical results and Table 3
offers up statistical tests of corner point comparisons.
At the zero re-work level (i.e., when a = 0, or when
forgetting-induced re-work was not considered in the
simulation), exam flow time remained essentially
unchanged at roughly 16 minutes across all seques-
tering scenarios at ki, and 21 minutes at 2ki. However,
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as higher levels of forgetting (and, thus, re-work) were
considered, exam flow time decreased significantly as
sequestering increased (per parameter estimate half-
widths, p = .05, and paired t-tests). Thus, Hypothesis
1 was supported, but only when forgetting-induced
re-work was specifically considered (i.e., a > 0), and
the effect was more pronounced in the busier system
(2ki).
Hypothesis 2 suggested that average waiting time

for exams would decrease with increased sequester-

ing. Figure 2 and Table 2 show exam waiting times
against sequestering level and forgetting rate, again
for both levels of interruption arrival rate. These
results indicate that, when forgetting-induced re-
work was zero, exam waiting times remain essentially
unchanged at just over 9 minutes for ki and just over
14 minutes for 2ki. However, like the results for
Hypothesis 1, when forgetting/re-work increased
above zero, the average exam waiting time decreased
in both levels of interruption arrival rate and the mag-

Table 2 Numerical Simulation Results (Abbreviated)

Interruption
arrival rate

Forgetting
rate (a)

Sequestering
level (h)

Mean exam
flow time

Mean exam
wait time

Mean
interruption
flow time

Mean
interruption
wait time

Mean total
shift duration

Total exam
flow time

Total
interruption
flow time

ki 0 0 15.99 (.56) 9.17 (.51) 2.12 (.03) 0.35 (.02) 320.74 (1.16) 871.56 (39.00) 75.87 (1.55)
0.8 15.96 (.56) 9.14 (.51) 2.43 (.04) 0.65 (.03) 320.95 (1.16) 870.06 (38.84) 87.34 (2.08)
1 15.95 (.56) 9.13 (.51) 2.60 (.04) 0.82 (.03) 321.09 (1.16) 869.61 (38.87) 93.64 (2.32)

0.5 0 17.82 (.68) 10.72 (.62) 2.12 (.03) 0.35 (.02) 323.24 (1.28) 976.57 (46.94) 75.91 (1.55)
0.8 17.35 (.64) 10.30 (.59) 2.43 (.04) 0.65 (.03) 322.89 (1.25) 949.46 (44.78) 87.37 (2.08)
1 17.09 (.63) 10.06 (.57) 2.60 (.04) 0.82 (.03) 322.71 (1.24) 934.29 (43.61) 93.67 (2.32)

1 0 19.71 (.81) 12.34 (.76) 2.12 (.03) 0.35 (.02) 325.83 (1.42) 1085.07 (56.18) 75.94 (1.55)
0.8 18.79 (.75) 11.53 (.7) 2.43 (.04) 0.65 (.03) 324.97 (1.36) 1032.48 (52.08) 87.40 (2.08)
1 18.20 (.70) 11.00 (.65) 2.60 (.04) 0.82 (.03) 324.47 (1.34) 998.54 (48.88) 93.70 (2.32)

2ki 0 0 21.02 (.81) 14.20 (.76) 2.48 (.03) 0.70 (.02) 325.57 (1.41) 1155.11 (55.85) 172.22 (3.15)
0.8 21.01 (.80) 14.19 (.75) 3.26 (.06) 1.48 (.05) 325.67 (1.41) 1153.71 (55.44) 228.63 (5.43)
1 20.94 (.80) 14.12 (.75) 3.73 (.07) 1.95 (.07) 325.66 (1.41) 1149.92 (55.16) 262.84 (6.96)

0.5 0 25.03 (1.03) 17.75 (.98) 2.48 (.03) 0.70 (.02) 330.21 (1.63) 1381.02 (70.47) 172.25 (3.15)
0.8 23.73 (.95) 16.57 (.90) 3.26 (.06) 1.48 (.05) 328.95 (1.56) 1305.50 (64.76) 228.69 (5.42)
1 22.84 (.89) 15.77 (.84) 3.73 (.07) 1.95 (.07) 328.30 (1.52) 1256.13 (61.32) 262.88 (6.96)

1 0 29.36 (1.28) 21.63 (1.22) 2.48 (.03) 0.70 (.02) 335.54 (1.90) 1625.56 (86.28) 172.28 (3.15)
0.8 26.51 (1.10) 18.95 (1.05) 3.26 (.06) 1.48 (.05) 332.53 (1.75) 1456.67 (74.61) 228.69 (5.43)
1 24.33 (.97) 17.05 (.92) 3.73 (.07) 1.95 (.07) 330.91 (1.63) 1340.56 (66.56) 262.91 (6.96)

All values are means of 1000 iteration means, expressed in minutes; estimate half-widths shown in parentheses; mean flow time is overall jobs (exams or
interruptions), whereas mean wait time is based only on that subset of jobs subjected to waiting. Total exam flow time and total interruption flow time
are sums of flow times for all jobs of that type. Table 2 does not show results for certain values of a (0.25 and 0.75) and h (0.5 and 0.9) in the interest
of space; complete numerical results are available upon request from the authors.

Table 3 Single-Variable, Paired t-Test Comparisons of Outcome Measures

Comparison of scenario (a, h) a = 0, h = 0 0, 1 0, 0 1, 0
to scenario (a, h) a = 1, h = 0 1, 1 0, 1 1, 1

Interpretation
Forgetting increases
to 1, no sequestering

Forgetting increases
to 1, max sequestering

Sequestering increases
to 1, no forgetting

Sequestering increases
to 1, max forgetting

ki Mean exam flow time 8.43 (<.001) 5.01 (<.001) 0.1237 (0.902) 3.82 (<.001)
Mean exam wait time 8.39 (<.001) 4.71 (<.001) 1.3 (0.195) 2.95 (0.003)
Mean interruption flow time 0.46 (0.644) 0.35 (0.729) 9.41 (<.001) 9.41 (<.001)
Mean interruption wait time 0.6378 (0.524) 0.1844 (0.846) 10 (<.001) 9.71 (<.001)
Mean total shift duration 4.3435 (<.001) 2.3682 (0.018) 0.0007 (0.999) 1.9941 (0.046)
Total exam flow time 6.9748 (<.001) 4.0378 (<.001) 0.089 (0.929) 3.2019 (0.001)
Total interruption flow time 0.3376 (0.735) 0.4038 (0.686) 7.0115 (<.001) 7.0734 (<.001)

2ki Mean exam flow time 14.2628 (<.001) 5.67 (<.001) 0.413 (0.678) 9.577 (<.001)
Mean exam wait time 13.6486 (<.001) 5.401 (<.001) 1.262 (0.207) 8.078 (<.001)
Mean interruption flow time 1.848 (0.065) 0.924 (0.356) 19.868 (<.001) 19.868 (<.001)
Mean interruption wait time 1.663 (0.096) 0.462 (0.644) 19.989 (<.001) 19.418 (<.001)
Mean total shift duration 9.901 (<.001) 4.19 (<.001) 0.053 (0.958) 5.953 (<.001)
Total exam flow time 11.673 (<.001) 4.629 (<.001) 0.325 (0.745) 7.819 (<.001)
Total interruption flow time 1.099 (0.272) 0.638 (0.524) 14.381 (<.001) 14.193 (<.001)

Values shown are t (p-value); comparisons significantly different at p < .05 are shown in bold.
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nitude of the reduction increased as the arrival rate of
interruptions doubled (see Table 3). These results
support Hypothesis 2, but only if re-work is explicitly
included in the simulation (i.e., a > 0); otherwise, if
a = 0, sequestering has no effect on exam waiting
time.
Our third hypothesis posited that average flow time

for interruptions would increase with increased
sequestering. Figure 3 and Table 2 show interruption
flow times against sequestering level and forgetting
rate for both levels of interruption arrival rate. The
results suggest that flow times increased significantly
as sequestering increased, regardless of forgetting
rate. And, as would be expected, when interruption
arrival rate doubles, interruption flow time also
increases (see Table 3). These results offer uncondi-
tional support for Hypothesis 3. Note that the forget-
ting rate does not affect interruption flow time, as, in
our model, interruptions are never pre-empted; there-
fore, forgetting does not affect the processing of inter-
ruptions.

Our fourth hypothesis predicted that average inter-
ruption waiting times would increase with higher
levels of sequestering. The average waiting times
(overall interruptions that experienced a wait, regard-
less of which server processes them) are plotted
against forgetting rate and sequestering level and are
shown in Figure 4. From that chart, as well as Table 2
and Table 3, we notice that the average waiting
time for all interruptions increased slightly, but sig-
nificantly, as sequestering increased, regardless of
forgetting rate. This trend was repeated and amplified
in the higher interruption arrival rate condition.
Hypothesis 4, therefore, also appears to be uncondi-
tionally supported.
Hypothesis 5 expected that total shift duration, or

the time from the start of the shift to the time when all
work is completed, would decrease as sequestering
increased. If supported, this would suggest that the
net time effect of sequestering on the conditions tested
is beneficial in that it reduces the overall amount of
work and decreases the time required to complete
any given quantity of incoming (exogenous) work.
Figure 5 shows the total shift duration plotted against
forgetting rate and sequestering level for both levels
of interruption arrival rate, with Table 2 again pro-
viding numerical results and statistical tests in
Table 3. For the baseline interruption arrival rate (ki),
the net reduction in shift duration due to sequestering
just meets the p < .05 threshold. The results for the
higher traffic intensity case (2ki) are more pro-
nounced: Sequestering can slightly, but significantly,
reduce the total time required to complete a shift’s
workload. As before, operational benefits of seques-
tering are not observed if forgetting-induced re-work
is excluded from the model (i.e., at a = 0, sequestering
has no effect on re-work). Therefore, Hypothesis 5 is
conditionally supported.

Figure 1 Mean Exam Flow Times

Figure 2 Mean Exam Wait Times

Figure 3 Mean Interruption Job Flow Times
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Our final Hypothesis 6 posits that, as the ratio of
interruption time cost to production work time cost
increases, overall system costs will increase with
sequestering. To test Hypothesis 6, the above simula-
tion results were augmented with a range of values
for cost variable C, the ratio of the per-unit cost of
time associated with delaying interruptions (Ci) to the
per-unit cost of time associated with delaying routine
production work, or, in this case, exams (Cx). There-
fore, C = Ci/Cx.

2 The average total cost was calculated
for each of the five levels of forgetting (a), five levels
of sequestering (h), and two levels of interruption arri-
val rate (ki). Those results are presented in Table 4.
From Table 4, the most noteworthy observation is

that, at any given cost ratio C and forgetting level a,
cost minimization only occurs at one of the two
extreme points of h (0% and 100%); sequestering at a
level between 0% and 100% is never optimal.3 There-
fore, only results relating to the two extreme values of
h (0 and 1) will be considered henceforth.

A second important observation from Table 4 is
that, while a “sequester vs. no sequester” (i.e., h = 0%
vs. h = 100%) comparison for any given combination
of C, a, and ki is straightforward, policy comparisons
across values of C or a are not due to differentials in
baseline (at h = 0%) costs. Therefore, we standardize
the total cost for each sequestering (h = 100%) condi-
tion as its ratio to the corresponding “no sequestering”
(h = 0%) total cost. For example, the standardized total
cost for a sequestering policy at (C = 10, a = .75, ki) is
1902.78/1788.12, or 1.06. This indicates that, under
these conditions, the total costs of sequestering would
be 106% of the total cost associated with no sequester-
ing, so not sequestering would be preferred (i.e., less
costly) in that situation. The resulting standardized
sequestering costs are plotted against cost ratio C in
Figure 6a–e.
In Figure 6a–e, C′k and C′2k indicate the cost ratio

transition points at which it is no longer beneficial to
sequester; at cost ratios below C′, sequestering is pref-
erable (i.e., results in lowest total costs), and at cost
ratios above C′, not sequestering is preferable.
Figure 7 plots these transition points, thereby show-
ing the resulting preferred sequestering policies for
the environments/scenarios modeled.
Hypothesis 6 posited that as C increases, total costs

will rise with sequestering. All the cost data and asso-
ciated figures clearly illustrate that this hypothesis is
supported. In Figure 7, this relationship can be
observed in action by the fact that at any level of a
above zero, as C increases, the optimal policy shifts
from 100% sequestering to 0% sequestering.

4.2. Sensitivity Analyses
To understand our results better and to improve the
generalizability of the system as modeled, we
extended our results through a series of sensitivity
analyses, or limited simulations/calculations that test
additional parameters or parameter values outside
the full-factorial design described above.
First, we tested an extension of our workflow rules

that changes how interruptions are handled. The
baseline model (above) randomly assigns each incom-
ing interruption to one of the two resources regardless
of their state (idle or busy). This is simple and not
unlike the observed environment from where our
empirical data were obtained. However, there may be
situations where an incoming interruption is routed
opportunistically first to an idle resource, if any (or
randomly chosen if both are idle or both are busy), so
we tested that policy as well. Those results revealed
no significant change to exam flow/wait times, but
tiny improvements to interruption flow/wait times
and overall clinic duration. These improvements were
not large enough to be managerially meaningful, and
they did not force us to qualify our earlier results,

Figure 4 Mean Interruption Job Wait Times

Figure 5 Total Shift Duration
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suggesting that those results are not sensitive to
minor tweaks in workflow design.
Second, we undertook a three-server extension and

tested several scenarios having 0, 1, and 2 of the serv-
ers being entirely sequestered (h = 1) across a few

levels of a and ki. The results confirmed our expecta-
tions, and our finding above, that sequestering
resources away from interruptions allows the system
to provide better service to production work but
degrades the system’s service to interruptions. We

Table 4 Numerical Results—Average Total Clinic Cost

Interruption Arrival Rate

Cost Forgetting
ki (Sequestering level [h]) 2ki (Sequestering level [h])

ratio level
(C) (a) 0 0.5 0.8 0.9 1 0 0.5 0.8 0.9 1

C = 1 0.00 947.43 950.83 957.40 960.03 963.25 1327.33 1347.29 1382.34 1397.16 1412.76
0.25 999.73 999.00 997.98 997.78 997.79 1437.82 1445.65 1458.56 1463.54 1469.25
0.50 1052.48 1044.81 1036.83 1032.49 1027.96 1553.27 1545.17 1534.19 1525.31 1519.01
0.75 1104.75 1091.60 1074.15 1065.50 1059.57 1669.97 1644.55 1606.22 1584.02 1561.56
1.00 1161.01 1140.93 1119.88 1105.01 1092.24 1797.84 1746.77 1685.36 1642.05 1603.47

C = 2 0.00 1023.30 1031.62 1044.74 1050.57 1056.89 1499.55 1541.05 1610.97 1642.21 1675.60
0.25 1075.61 1079.79 1085.34 1088.35 1091.45 1610.06 1639.44 1687.22 1708.61 1732.13
0.50 1128.39 1125.61 1124.20 1123.06 1121.63 1725.52 1738.97 1762.88 1770.40 1781.89
0.75 1180.68 1172.43 1161.55 1156.09 1153.26 1842.24 1838.37 1834.91 1829.12 1824.45
1.00 1236.95 1221.76 1207.28 1195.61 1185.94 1970.12 1940.60 1914.05 1887.16 1866.38

C = 3 0.00 1099.17 1112.41 1132.08 1141.11 1150.53 1671.77 1734.81 1839.60 1887.26 1938.44
0.25 1151.49 1160.58 1172.70 1178.92 1185.11 1782.30 1833.23 1915.88 1953.68 1995.01
0.50 1204.30 1206.41 1211.57 1213.63 1215.30 1897.77 1932.77 1991.57 2015.49 2044.77
0.75 1256.61 1253.26 1248.95 1246.68 1246.95 2014.51 2032.19 2063.60 2074.22 2087.34
1.00 1312.89 1302.59 1294.68 1286.21 1279.64 2142.40 2134.43 2142.74 2132.27 2129.29

C = 4 0.00 1175.04 1193.20 1219.42 1231.65 1244.17 1843.99 1928.57 2068.23 2132.31 2201.28
0.25 1227.37 1241.37 1260.06 1269.49 1278.77 1954.54 2027.02 2144.54 2198.75 2257.89
0.50 1280.21 1287.21 1298.94 1304.20 1308.97 2070.02 2126.57 2220.26 2260.58 2307.65
0.75 1332.54 1334.09 1336.35 1337.27 1340.64 2186.78 2226.01 2292.29 2319.32 2350.23
1.00 1388.83 1383.42 1382.08 1376.81 1373.34 2314.68 2328.26 2371.43 2377.38 2392.20

C = 5 0.00 1250.91 1273.99 1306.76 1322.19 1337.81 2016.21 2122.33 2296.86 2377.36 2464.12
0.25 1303.25 1322.16 1347.42 1360.06 1372.43 2126.78 2220.81 2373.20 2443.82 2520.77
0.50 1356.12 1368.01 1386.31 1394.77 1402.64 2242.27 2320.37 2448.95 2505.67 2570.53
0.75 1408.47 1414.92 1423.75 1427.86 1434.33 2359.05 2419.83 2520.98 2564.42 2613.12
1.00 1464.77 1464.25 1469.48 1467.41 1467.04 2486.96 2522.09 2600.12 2622.49 2655.11

C = 6 0.00 1326.78 1354.78 1394.10 1412.73 1431.45 2188.43 2316.09 2525.49 2622.41 2726.96
0.25 1379.13 1402.95 1434.78 1450.63 1466.09 2299.02 2414.60 2601.86 2688.89 2783.65
0.50 1432.03 1448.81 1473.68 1485.34 1496.31 2414.52 2514.17 2677.64 2750.76 2833.41
0.75 1484.40 1495.75 1511.15 1518.45 1528.02 2531.32 2613.65 2749.67 2809.52 2876.01
1.00 1540.71 1545.08 1556.88 1558.01 1560.74 2659.24 2715.92 2828.81 2867.60 2918.02

C = 7 0.00 1402.65 1435.57 1481.44 1503.27 1525.09 2360.65 2509.85 2754.12 2867.46 2989.80
0.25 1455.01 1483.74 1522.14 1541.20 1559.75 2471.26 2608.39 2830.52 2933.96 3046.53
0.50 1507.94 1529.61 1561.05 1575.91 1589.98 2586.77 2707.97 2906.33 2995.85 3096.29
0.75 1560.33 1576.58 1598.55 1609.04 1621.71 2703.59 2807.47 2978.36 3054.62 3138.90
1.00 1616.65 1625.91 1644.28 1648.61 1654.44 2831.52 2909.75 3057.50 3112.71 3180.93

C = 8 0.00 1478.52 1516.36 1568.78 1593.81 1618.73 2532.87 2703.61 2982.75 3112.51 3252.64
0.25 1530.89 1564.53 1609.50 1631.77 1653.41 2643.50 2802.18 3059.18 3179.03 3309.41
0.50 1583.85 1610.41 1648.42 1666.48 1683.65 2759.02 2901.77 3135.02 3240.94 3359.17
0.75 1636.26 1657.41 1685.95 1699.63 1715.40 2875.86 3001.29 3207.05 3299.72 3401.79
1.00 1692.59 1706.74 1731.68 1739.21 1748.14 3003.80 3103.58 3286.19 3357.82 3443.84

C = 9 0.00 1554.39 1597.15 1656.12 1684.35 1712.37 2705.09 2897.37 3211.38 3357.56 3515.48
0.25 1606.77 1645.32 1696.86 1722.34 1747.07 2815.74 2995.97 3287.84 3424.10 3572.29
0.50 1659.76 1691.21 1735.79 1757.05 1777.32 2931.27 3095.57 3363.71 3486.03 3622.05
0.75 1712.19 1738.24 1773.35 1790.22 1809.09 3048.13 3195.11 3435.74 3544.82 3664.68
1.00 1768.53 1787.57 1819.08 1829.81 1841.84 3176.08 3297.41 3514.88 3602.93 3706.75

C = 10 0.00 1630.26 1677.94 1743.46 1774.89 1806.01 2877.31 3091.13 3440.01 3602.61 3778.32
0.25 1682.65 1726.11 1784.22 1812.91 1840.73 2987.98 3189.76 3516.50 3669.17 3835.17
0.50 1735.67 1772.01 1823.16 1847.62 1870.99 3103.52 3289.37 3592.40 3731.12 3884.93
0.75 1788.12 1819.07 1860.75 1880.81 1902.78 3220.40 3388.93 3664.43 3789.92 3927.57
1.00 1844.47 1868.40 1906.48 1920.41 1935.54 3348.36 3491.24 3743.57 3848.04 3969.66

All values are expressed in dollars.
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also observed that the change in these performance
metrics between sequestering no servers and seques-
tering one server was larger than the change between
sequestering one server and sequestering a second

(additional) server. This is an intuitive result if we see
sequestering as a shift of capacity; sequestering one
server represents a larger proportion of additional
capacity made unavailable to interruptions than does
sequestering a second (or third, etc.) server. Applying
the same cost modeling approach from our two-ser-
ver analysis suggests that either very high forgetting
rates or very low values of C (perhaps <1) would be
required to justify sequestering two of three available
servers, with this requirement growing as a larger
proportion of servers is being considered for seques-
tering. In summary, none of the results suggested that
our previous conclusions should be revised or quali-
fied when thinking about how our findings apply
beyond a two-server model. Neither space nor rigor
requirements permit extensive discussion of the
three-server results; given the many variations possi-
ble in this model (in terms of forgetting rates, variable

Figure 6 (a) Cost of Sequestering Relative to Cost of Not Sequestering (ki); (b) Cost of Sequestering Relative to Cost of Not Sequestering (2ki)
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sequestering levels, different forgetting rates, etc.),
these initial, limited three-server sensitivity analyses
indicate support for the generalizability of our two-
server results.

5. Conclusions

5.1. Discussion
This study incorporated the concept of forgetting,
which can produce re-work when interruptions dis-
rupt routine production work performed by human
labor. We explored the operational tactic of seques-
tering, or protecting from interruptions, a subset of
servers in a knowledge-intensive service environ-
ment. The practice environment used to test the
hypotheses was a radiology reading room. After
gathering primary empirical data on arrivals and
durations of exam readings and interruptions, we
performed a series of simulations testing different
levels of sequestering, re-work, and interruption arri-
val rate. We then augmented those simulation results
with a cost ratio variable to examine sequestering
effects on total system cost. Our findings indicate
that the hypothesized relationships were generally
supported, although some were conditionally depen-
dent on re-work being explicitly accounted for in the
model. In addition, we found a set of optimal
sequestering policies for the scenarios under consid-
eration. Taken collectively, those optimal policies can
be stated as being dependent on values of C, the
ratio of time costs for interruptions to those of pro-
duction work, and a, the rate at which the servers
forget; lower levels of C and higher levels of a both
increase the cost benefits of sequestering.
In the scenarios where forgetting-induced re-work

is not considered (i.e., a = 0), our simulation results
did not support Hypotheses 1 (production work flow
time), 2 (production work wait time), and 5 (total shift
duration). This is readily explained by considering
key relationships in the model. Total flow time
consists of waiting time and processing time. The
production process in our study is such that, upon
arrival, exams wait in a common queue for the next
available resource. Sequestering guides a larger propor-
tion of interruptions to the un-sequestered resource.
However, both resources are still available for exams.
When re-work is not considered, interruptions do not
cause additional work above and beyond the sum of
production work and interruptions, so sequestering
does not alter the amount of total work to be done. In
other words, when re-work is not considered, the
design of the process (the operational policy of
sequestering) has no influence on the total amount of
effort (measured in time) required to complete all

work. This is likely why we observed no significant
change in flow time or waiting time for production
work or total shift duration under the “no re-work”
(a = 0) scenarios.
While flow times and waiting times for routine pro-

duction work were found to be reduced by sequester-
ing, we also found that, as expected, flow times and
waiting times for interruptions were increased signifi-
cantly. By themselves, these results leave unanswered
the question of whether sequestering can be consid-
ered a useful policy. Three additional findings sug-
gest that it is. First, the total shift duration, as
discussed above, was significantly reduced. This
support for Hypothesis 5 provides confidence in the
system-level benefits of the sequestering policy.
However, we may still be uncomfortable with the fact
that interruptions face significantly increased flow
and/or wait times, for these jobs may require some
immediacy.
Second, if we examine the magnitude of the

increases in interruption flow and wait times created
by sequestering (see Table 2), we find that the actual
increases to interruption flow times (for ki) run con-
sistently around 30 seconds (no sequestering vs.
100% sequestering), and the actual increases to inter-
ruption wait times (for those interruptions that were
forced to wait) also look to be about 30 seconds or
less. Therefore, the actual effect of sequestering on
interruptions seems small when compared to the
time savings provided to production work—up to a
minute-and-a-half for both flow and wait times—
suggesting that the trade-off may be a reasonable
one, especially given that production work repre-
sents the large majority of the work being per-
formed. These numbers increase when examining
the 2ki condition—up to 75 seconds added to inter-
ruptions’ flow time compared to 5 minutes shaved
from exams—but only suggest an even more attrac-
tive trade-off (assuming, of course, that a 75-second
delay to resolving an interruption is still reasonable).
Indeed, in follow-up conversations with the radiol-
ogy department about these findings, they agreed
that such a small (in magnitude) increase in the time
required to handle interruptions could often be justi-
fied by such a large (in comparison) time savings for
exams. This is a rather interesting finding because it
is the increase in interruptions that is making seques-
tering a resource away from those same interrup-
tions more attractive. In other words, the faster the
interruptions arrive, the bigger the overall time sav-
ings sequestering can offer.
Finally, when we incorporated cost information

into the quantitative results, we found a more
nuanced set of conclusions. Sequestering can indeed
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be a useful policy, but the decision to implement it is
dependent on three factors: the cost ratio C, the forget-
ting rate a, and the interruption arrival rate ki. From
Figure 7, we observe that if the environment we mod-
eled has a cost ratio C > 5, sequestering should never
be attempted, for the net result will be an increase in
total costs. Moreover, if the workers exhibit forgetting
rates at the low end of the a values we tested, then
these critical cost ratios become irrelevant; sequester-
ing is never desirable. If the environment becomes
busier and interruptions arrive twice as quickly (i.e.,
2ki), the pattern of conclusions is similar, but the
policy favors not sequestering at smaller values of C
in all cases. This makes intuitive sense, as an increase
in the number of interruptions should only magnify
the effect of their time costs, thus reducing the value
of C at which sequestering no longer provides overall
cost reductions.
One interesting and important lesson for research-

ers can be taken from the fact that three of our
hypotheses are supported only when forgetting-
induced re-work is explicitly accounted for in the
simulation. Had this model not specifically incorpo-
rated the cognitive work processes involved in pro-
cessing these radiology exams and interruptions, we
might have concluded quite erroneously that
sequestering provides no operational or cost bene-
fits. Instead, by modeling behavioral aspects of the
system beyond those typically considered by process/
workflow analyses, we have correctly discovered that
a sequestering policy can provide reductions in
overall work time and improvements to the execu-
tion of routine production work while not greatly
hindering the system’s ability to accommodate nec-
essary interruptions. Moreover, we were able to
characterize the optimal sequestering policies as
dependent on both the cost ratios inherent to the
system as well as the forgetting rates specific to the
labor pool being investigated.
Overall, the operational benefits of sequestering in

the radiology context studied appear to be clear:
sequestering has the potential to reduce overall pro-
duction work flow and wait times while degrading
only slightly the service level provided to interrup-
tions. However, the decision to sequester must take
into account the ratio of costs associated with delay-
ing interruptions vs. the costs associated with delay-
ing production work; when this ratio becomes high
and/or when forgetting rates are extremely low,
sequestering becomes less desirable. This research
also demonstrated the significant value of consider-
ing the operational effect of interruptions above and
beyond any psychological detriment they may pose,
such as frustration (Perlow 1998). Routine produc-

tion work combined with handling interruptions
can result in more total effort than just the sum of
both activities due to the forgetting/re-learning/re-
work that occurs in knowledge-intensive service
environments that are subjected to frequent inter-
ruption.
However, these findings should be viewed as early

support for the importance of considering forgetting-
induced re-work in service operations research; while
we have started to fill a gap in the knowledge-work
literature, additional research will be needed to fully
understand these phenomena. Industries as diverse
as professional services (e.g., health care, legal, finan-
cial, and consulting), educational services, complex
services like airlines and commercial construction
management, and even public administration, secu-
rity, and defense services could easily be subject to
these interruption effects due to their reliance on
knowledge-intensive work.

5.2. Managerial Implications
Managerially, these results suggest some interesting
prescriptions. First, when comparing the ki and 2ki
policy curves in Figure 7, as interruptions arrive
more quickly (2ki), sequestering becomes less desir-
able. However, it is precisely when interruptions
are coming “fast and furious” that employees will
be most tempted to sequester themselves (i.e., close
their doors and hide). Our results suggest that this
is the opposite of desired behavior in situations
where delaying interruptions is relatively costly
(high values of C). If management can monitor the
work environment and be sensitive to heightened
levels of interruptions and then take appropriate
action, that should help the organization’s knowl-
edge workers maintain their productivity, if not
also reduce stress and sustain high levels of job sat-
isfaction.
In addition, these results suggest that service orga-

nizations would be wise to consider sequestering
first those workers who have higher forgetting rates
and work in environments with low values of cost
ratio C. This implies that organizations may wish to
start undertaking two practices that are not, to our
knowledge, currently common. First, employees who
may be subject to recurrent interruptions should be
evaluated for their ability to retain details under
these circumstances. Second, the organization may
wish to study its work to determine how costly it is
to delay routine production work as well as to delay
incoming interruptions. One approach could be the
totaling of the time for all downstream resources that
could be rendered idle by virtue of a delay in the
completion of this job, but other costs that are more
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difficult to quantify (e.g., customer satisfaction) may
also influence these estimates. Combined, these val-
ues provide an estimate for the work environment’s
cost ratio C, which is useful for identifying the pre-
ferred sequestering policy. Empirically estimating a
worker’s a (forgetting rate) and the organization’s
cost ratio C would be helpful in ensuring that work
systems and policies are as aligned as possible with
the characteristics of the employees involved. In situ-
ations where sequestering is beneficial and the
employees have different forgetting rates, ceteris pari-
bus, the organization would benefit more by seques-
tering the employee with the larger (or largest) value
of a.

5.3. Limitations and Extensions
As with any study, this research has limitations
and could be extended in some important ways.
First, our conclusions regarding sequestering and
its effects due to forgetting and re-work are based
on modeling one environment in a single organiza-
tion, which limits the study’s generalizability. A
more comprehensive study involving a larger sam-
ple and/or models of work systems from a variety
of service settings would provide more generaliz-
able insights. However, despite modeling just one
service, these results seem to suggest implications
for service process design (Hill et al. 2002) on a
variety of issues. For example, as knowledge-inten-
sive work is often necessary in highly customized
services, the use of scripting (a specification of
actions the employee must perform) might help
recovery from interruptions by accelerating the
re-acquisition of forgotten task knowledge. How-
ever, scripting has been shown to negatively affect
perceived service quality in highly customized ser-
vices (Victorino et al. 2013), so scripting may not be
the best mechanism to counteract interruption-
induced forgetting. An alternative to scripting may
be to impose a structure as to how and when inter-
ruptions can be accommodated. Consistent with the
literature on service sequencing (e.g., Dixon and
Verma 2013), which has yielded substantial evi-
dence that certain service sequences provide more
utility to customers than others, there may be a
policy that reduces interruptions while also improv-
ing the delayed customer’s perception of the overall
service experience.
Second, the resources considered here are

assumed to be homogeneous (i.e., processing of
exams and interruptions can be done by either of

the resources with equal efficiency and forgetting
rates were identical) and constant. This is unlikely
to be strictly true in many knowledge-intensive ser-
vice organizations, as the ability of knowledge
workers can vary greatly from individual to individ-
ual and even from moment to moment (Xia and Su-
dharshan 2002), depending on a variety of factors
(e.g., experience, physical health/state, mental
health/state, work environment, etc.). This diversity
makes these factors difficult to include experimen-
tally, so this first foray into studying the operational
effects of sequestering considered only homoge-
neous resources. While we attempted to mitigate
this limitation by considering a wide range of values
for a (from 0 to 1), this issue certainly represents
significant opportunity for future researchers to find
ways to empirically measure a in a variety of
knowledge workers and work environments so as to
better understand what range of our results is likely
to be most relevant to practice.
Third, in our study, an interruption cannot pre-

empt another interruption (interruptions have no pri-
ority over one another beyond FCFS). This could be
viewed as a limitation. However, because interrup-
tions themselves are not subject to forgetting effects,
this assumption ensures that our findings reflect the
most conservative (smallest) estimate of the effects of
within-job forgetting on overall system performance.
If interruptions were allowed to be pre-empted by
other interruptions, this would inflate the forgetting-
induced re-work and degrade system performance
even further. As there is some evidence that
knowledge workers can face multiple, even tiered
levels of interruptions (Tucker and Spear 2006),
estimating the additional performance degradation
this phenomenon would generate appears to be one
of several opportunities for future extensions of this
research.
Finally, while this study did not specifically con-

sider the effect of interruptions on the quality of the
work performed—just the quantity—there is increas-
ing evidence that even short interruptions increase
the chance of a worker making an error (Altmann
et al. 2013). Therefore, it is possible that the total effect
of interruption-induced forgetting could be to both
delay the completion of the task and to create an
error, which might then cause additional re-work and
even further delay. This suggests that future work in
this area may benefit from measuring the quality-
weighted productivity of interrupted knowledge
workers.
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Appendix: Logic Diagram for Simulation Model

Note.  Att. = Attending; Fel. = Fellow; θ = sequestering level; Wait1 = common exam queue; Wait2 = preempted exam queue 
for Att.; Wait3 = interruption queue for Att.; Wait4 = preempted exam queue for Fel.; Wait5 = interruption queue for Fel.  
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Notes
1While there exist many definitions of and metrics for
“productivity” in the context of knowledge workers (see
Marucheck and Sulek 1993 and Ramirez and Nembhard
2004 for excellent reviews), our use here is limited to the
quantity of work completed per time period with or with-
out considering the cost of resources involved.
2We assume Ci ≥ Cx because a rational (cost-minimizing)
worker would not delay regular production work by
attending to an interruption if the interruption’s impor-
tance (i.e., time-unit cost of delaying the interruption) was
lower than that of the production work. Such low-priority
interruptions would likely be attended to at the conclusion
of the job at hand, thereby negating the forgetting penalty
and rendering them analytically uninteresting.
3While some lines in Table 3 have values at a midpoint
lower than both endpoints, inspection shows that these
values are always within the confidence interval of the
less costly endpoint, making them statistically equivalent
to the optimal policy for that combination of C, a, and ki.
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